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ABSTRACT 

 The paper proposes an algorithm for `Hybrid Approach' to solve Vector Optimization Problem (VOP) and the 

method is useful for convex and non convex optimization problems. Using this approach we test the reliab ility of the 

system design. By means of test problems, we illustrate the strengths and advantages of the approach over existing results. 
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1. INTRODUCTION 

 The world today has become a challenge with the influence of the innovations of modern science. People have to 

take many decisions constantly. Whenever a decision is taken rationally, the possible alternatives have to be considered to 

select the best one. The judgment process requires understanding of what is better or worse alternative taking into account 

a performance criterion. In the real world, many problems have been modelled as optimization problems whose objective 

function involves a certain number of reasonable performance criteria. We have to choose at least one individual better of f, 

without making any other individual worse off. These types of problem we call vector optimization problem (VOP)                

(see [1]-[4]). 

 To optimize all such objective functions at the same time is not a simple task. Hence the intent of VOP is to  

figure out the best possible trade-off among these objectives. A set of solutions is found while a trade-off is conducted 

among these conflicting objective functions. The set of all such optimal solution is called Pareto optimal solution and the 

line which consist the images of these optimal solutions is called Pareto front. A common approach to solve VOP is 

reformulating the problem into the scalarization problem with some parameters. Then solve the problem by choosing an 

appropriate method that is used for single objective optimization problem. There are many ways to solve VOP and the 

most conventional way is to characterize efficient points in terms of optimal solutions of appropriate scalar optimization 

problems (see [5]-[7]). Among of many possible ways  of obtaining a scalar p roblem from VOP, the fo llowing are 

common: weighted sum method [8,9], epsilon constraint method [5] and NSGA II [10]. Nowadays, by using computer 

technology it is possible to approximate the whole Pareto front by the variation of parameters. And it is important for many 

decision makers to see the all the alternative availab le solutions which headed to their goal.  

 Multiobjective optimization problem has many real-life applicat ions which arise in a wide range of areas, such as 

engineering, economics, game theory, management science, Internet and environmental control [1,  11, 12]. In many of 

these applications, methods of traditional single-objective optimizat ion are not enough; new techniques and concepts are 

needed. 
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 Thus our intent is to choose a suitable and most reliable method to solve VOP, and this can allow us to get better 

result in the system design. In our analysis we used the technique, which is called `Hybrid Approach', introduced                

in [13, 14]. We choose this technique since it is very efficient to generate the whole Pareto front. Also this method is very 

useful when problems include convex and non convex functions. 

2. PRELIMINARIES 

 We recall now some basic notation and tools of vector optimization problems. Let 
n

R  be the n-dimensional 

Euclidean space. Compare ,n
Ryx,  as follows [15]. 

  yx  , iff  ii  y x  , .,...,2,1 ni   

 For ,n
Ryx,  we say that 

  yx   iff  iyix  is non-negative, 

 yx  , iff  yx   and  yx  , 

  yx  , iff  ii  y x   and .,...,2,1 ni   

 For ,n
N, ml  we consider the following vector optimization Problem (P): 
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 where the functions ,: RR n

if  ,,...,1 li   and ,: RR n

jg ,,...,1 mj   are continuous and real-valued 

functions. Note that the functions if  and jg  are convex and differentiab le.  

 The set of solutions of (P) is known as efficient points  [3], or Pareto points [1], and next we recall the definit ion of 

efficiency of VOP. 

Definition 2.1: A point x  is said to be efficient for Problem (P) iff there is no Xx  such that    .xfxf             

We denote the set of efficient points of Problem(P) as E(P). 

 Define the set of positive weights, 

 .1,0:
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 In our study, we focus on the following existing parameter-based scalarization approach. 

 The Hybrid Approach: A parameter-based scalarization approach is presented by Corely (1980) and Wendell 

and Lee (1977) in slight different forms. For a  given Ww , the scalarizat ion is stated as follows.  
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 where  xf ii   and Xx . 

Remark 2.1: The advantage of this method is that the method combines the positive features of the weighting          

method [8, 9] and the  -constraints method [5]. Also, by changing the weights, uniformly distributed Pareto points are to 

be generated.  

2.1 Application to System Reliability 

 Optimization technique is often used to develop system design. In this case, the system reliability is maximized 

subject to resource constraints. To achieve the best system design, it is often desirable to simultaneously maximize system 

reliability and min imize resource consumption. Since the problem involve more than one objective, therefore, it is better to 

apply VOP to develop system design. 

The reliability optimization problem is formulated as follows. 
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 Here, the notation R  is system level reliability, ijc  and ijw  are the cost and weight for the 
thj  available 

component for subsystem i  respectively. Moreover, inmax,  is maximum number of components in parallel used in 

subsystem i , and ijx  is a quantity of the 
thj  variab le component used in subsystem i  (see for more information in [16]). 

3. NUMERICAL EXPERIMENTS 

 In this section, extensive numerical experiments are conducted. Here we use MATLAB for coding and `fmincon' 

solver is used to solve the problems. The algorithm of the Problem (HS) is as follows. 

Algorithm HS (Hybrid Scalarization for 3l ) 

Step 1 (Input) 

 Set the number of partition points (N+1) in the interval o f weights. Set 0s . 

Step 2 (Determine the Boundary Points of the Pareto Front) 

 Find 0x  that solves Problem ( 3P ):= .min 3f
Xx

 

 Let  011 : xff  ,  022 : xff   and  .: 03

*

3 xff   
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 Let  ./: *

3212

*

31 fffffw    

 Set         .,,: 030201 xfxfxfsF   

 Similarly generate 
2w  and .3w  

Step 3 (Generate a Weight Partition)  

 For N.0,1,...,:1 i  

  

 For .0,1,...,: 12 ii   

   

 Let  

   ,/: 11 NiNw   

 and   ,/: 212 Niiw   

  

.  

 Record 1w , 2w  and .1: 213 www   

 Step 4 (Select x̂  and Solve the Scalarized Problems (HS)): Select any feasible point x̂  and iw , i=1,2,3 are 

provided into the Problem (HS). Then solve (HS) and results are recorded. 

3.1 Example 

 We adapt the following test problem from [16], and the mult i-object ive problem with three objectives, which 

consists maximize system reliability, min imize total cost and minimize system weight. 

 ,,,min 321321321 wwwcccrrr   

 where 

           ,72.0175.0189.0191.0194.011: 54321

1

xxxxx
r   

         ,66.0170.0186.0197.011: 9876

2

xxxx
r   

           ,67.0171.0172.0189.0196.011: 1413121110

3

xxxxx
r   

 ,23669: 543211 xxxxxc   
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 ,22312: 98762 xxxxc   

 ,234610: 14131211103 xxxxxc   

 ,87469: 543211 xxxxxw   

 ,4375: 98762 xxxxw   

 ,44286: 14131211103 xxxxxw   

 s.t. 

 ,81
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
i

ix  ,81
9

6


i

ix  and .81
14

10


i

ix  

 Uniformly distributed weights are provided and the resulting Pareto  points are shown in Figure 1. The Pareto 

points are obtained and their distribution is uniform for the weighted-sum approach. The method obtained 103 Pareto 

points in the Pareto front. 

 

(a) Points Found by Algorithm HS  

 

(b) Points Found by Algorithm HS  
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(c) Points Found by Algorithm HS 

Figure 1: Pareto Points Found for the S ystem Reliability with N = 10 

4. CONCLUSIONS 

 We have proposed a new technique and an algorithm for generating an approximation of the Pareto front of 

system reliab ility problems, in particular problems with a convex and non-convex Pareto front. The numerical experiments 

we conducted with such problems suggest that our proposed technique, using Hybrid Method in the system reliab ility,                

is more successful compared to the existing vector optimizat ion techniques for system reliability which are available in the 

literature. The new technique seems to be particularly useful when it is mandatory to approximate the Pareto front so that 

decision maker will have enough options to take best suitable strategies for improving system reliab ility, and this was 

demonstrated in the Example 3.1 

It would also be interesting to apply the new technique to non-linear system control real life prob lems as an 

extension to the work done in here. 
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